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 Abstract— Colorectal  cancer,  caused  by  an  unusual  growth  of colorectal cancer.  Colorectal  cancer  is  caused  by  an  unusual tissues  in  a  body  called  polyp,  is  the  third  most  prevailing growth  of  tissues  known  as  polyp.  Polyps  are  like  moles, cancer  worldwide  and  remained  the  second  most  cause  of which are further developed into cancer. Early stage detection deaths by cancer in  2020.  Early  stage detection  of  the  cancer of  the  polyps  can  prevent  the  deaths  by  huge  margin. 

can  prevent  the  deaths.  Computer  Aided  Diagnosis  (CAD) system  could  be  a  major  breakthrough  for  early  detection  of Computer  Aided  Diagnosis  (CAD)  system  could  be  a  major the  cancer.  The  system  uses  image  processing  techniques. 

breakthrough for early detection of the cancer [1].  CAD uses Among  the  image  processing  techniques  segmentation  has  a images processing techniques for  analysis of medical images. 

great value.  The diagnostic process results are highly dependent Segmentation  has  a  great  value  in  the  images  processing.  It on  the  accuracy  of  performed  segmentation.  Nowadays, many divides  the  images  into  affected  and  unaffected  region.  The supervised and unsupervised techniques are used for the task of diagnostic process results are highly dependent on the accuracy segmentation.  Deep  neural  networks  have  outperformed  other of  performed  segmentation.  Nowadays,  many  supervised  and state-of-the-art approaches for the  task.  In this paper, we present unsupervised  techniques are used for the task of segmentation. 

an end-to-end deep neural network for segmentation of polyps in  images.  The  network  is  modified  version  of  the  U-Net Supervised techniques use active contours [2,3],  fuzzy sets [4, 5] 

architecture.  The  network  being  much  more memory efficient and  machine  learning  algorithms  like  k-mean  clustering  [6], than  the  U-Net  architecture,  inferences  segmentation  of  the morphological  oper-  ations  [7],  etc.  While,  unsupervised images more  accurate  than  the  U-Net.  We  reduce  number  of techniques  come  under  deep  learning.  Deep  learning  uses layers  of  the  U-Net  architecture  both  in  the  en-  coding and convolutional neural networks (ConvNet/CNNs) [8–10]. Over decoding  path,  and  introduce  residual  blocks  and  batch the couple of years CNNs have  outperformed other approaches normalization  in  the  encoding  path  to  prevent  learning  of in this field. 

redundant  features,  to  avoid  over-fitting  and  to  accelerate  the training  process,  and  in  the  decoding  path  to  avoid  gradient Since  the  emergence  of  Artificial  Intelligence  (AI)  in vanishing issue in long dependence of the  neural network during 1950s, computer scientist have been trying to build a computer training we use bi-directional long short term memory network that can mimic human behavior. In the following decades the with batch  normalization.  We train and validate the network on Kvasir  dataset  for  the  task.  The  network  accurately segments field saw much  advancement.  But they were limited due to the polyp part in the images with 92 .  46% test accuracy. 

unsophisticated  computer  and  unavailability  of  large  data. 

CNNs are special type of Artificial Neural Network (ANN), Keywords:  Deep  Learning;  Deep  Neural  Network;  Image they  are  used  to  mimics  the  human vision system.  CNNs Segmentation; U-Net.  

were first designed and developed by Yann LeCun in 1980s 

  

[11].  The  network was named LeNet after LeCun and it was I. 

I

trained  for  recognition  of  handwritten  digits  in  banks  and NTRODUCTION 

postal services.  A breakthrough in the field was achieved in Around 18 .  1 million new cancer cases and 10 million deaths 2012 by AI system, known  as  AlexNet,  developed  by  Alex by cancer occurred in 2020, according  to  GlOBOCAN  2020. 

Krizhevsky  [12].  The  system  won  the  2012  ImageNet Among  the  cancer  cases  female  breast  cancer  is  the  most computer  vision contest with 85% accuracy. 

occurring  cancer followed by lungs and colorectal cancers.  In terms of deaths lung cancer remained the  leading cancer with In this paper, we propose a modified memory-efficient U-around  1 .  8  million  deaths  followed  by  0 .  9  million  deaths  by Net architecture for segmentation of  medical images containing Authors retain all © copyrights 2021 IJEW. This is an open access article distributed under the CC-BY License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 









polyps, as shown in figure 5. Our network is modification of the consists  of  total 23  layers  of  convolutions.  Each  second  layer U-Net  architecture 1. To make the network memory efficient we of  3x3  convolution,  in  the  contraction  path,  is  followed  by  a have made changes in the encoding and  decoding path of the Rectified  linear  unit  (ReLU)  and  a  2x2  max pooling operator network.  The paper is further organized as:  section 2 touches with stride 2 for down sampling. And at each down-sampling the related work,  section 3 describes the proposed work in detail, network  makes the number of features doubled.  While, in the in section 4 we present results of our network  and comparison expansion path up-sampling is followed by  a 2x2 convolution, with the U-Net and the paper ends with a conclusion note in which  at  the  same  time  halves  the  number  channels,  and section 5. 

consecutive two 3x3  convolution, where each layer is followed by a ReLU. At last, a final layer of 1x1 convolution is  used to II. 

RELATED WORK 

get  the  desired  number  of  classes  from  each  64-component feature. 

After the success of CNNs in computer vision application, they  are  being  used  in  medical  field  for image processing Due  to  the  un-padding  convolution  layers  in  the purpose.  In [13], the authors have looked into the possibility of contraction  path  the  output  resultant  image  of  the  network direct use of  CNNs  for  the  segmentation  of  tumor  tissues  in lose its boundary pixel, as example is given below in Figure brain.  They  have  used  inhomogeneity  correction  in  each 2.  For the output in  the yellow region the input object should channel as a pre-process for the BraTS 2013 data.  A total of 6 

be  in  the  blue  region,  as  the  result  of  use  of  un-padding layers  of  convolutions  are  being  used  with  max-pooling, convolution.  The missed part is gained then by using mirror softmax, and fully connected layers. 

extracting. 

Small  kernel  of  size  3x3  have  been  used  in  [14]  for automatic  CNN  based  segmentation  of  brain  tumor.  The method consists of three steps: pre-processing, classification by CNN, and post  processing.  Pre-processing stage contains bias-field  correction  and  the  architecture  consists  of  convolution layers, max pooling and fully connected layers.  While, in the post processing stage  they have used volumetric constrains for the removal of erroneously segmented parts, which are  smaller than the pre-defined threshold. 

A major breakthrough achieved in the field in 2015 by U-Net  architecture,  figure  1,  state-of-  the-art  architecture  for segmentation  of  medical  images.  The  U-Net,  presented  by Figure 2: Seamless segmentation of arbitrarily large images  by an overlap tile Ronneberger  et  al.  in  2015,  is  a  state-of-the-art  fast  trained strategy by U-Net. 

network based on fully convolutional network [8].  The work is The authors of U-Net have applied the network in 2015 for known as U-Net due to its architecture shape, a symmetric ’U’ 

segmentation task on datasets pro-  vided by ISBI cell tracking shape. 

The 

network 

consists 

of 

two 

paths: 

an 

challenge, the challenge began in 2012 and still available for encoder/contraction path and a decoder/expansion path, which challenge.  In  the  first,  they  applied  the  network  on  dataset, are on  the left and right side of the model, respectively. 

PhC-U373,  which  contained  Glioblastoma-astrocytoma U373 cells.  It obtained 92 % of average value of intersection over union (IOU), and  on the second dataset, DICHeLa, they achieved an average 77.5 % of IOU value.  In both cases they got first position. 

In  [15],  the  authors  have  presented  ’Automatic  Brain Tumor  Detection  and  Segmentation  Using  U-Net  Based Fully Convolutional Networks’,  see Figure 3. Unlike the U-net,  they  have  used  zero-padding,  which  keeps  the  output dimension  for  all  the  convolutional  layers  of  both  down-sampling and up-sampling path. Besides the shape of U-Net, it also comprises of 23 layers and the function of the convolution Figure 1: The U-Net architecture 

layers, ReLU and max pooling are in the same order.  Along the zero-padding, they have also used 3x3 convolution for up-The  contraction  path  captures  context  and  a  symmetric sampling, unlike the U-Net. 

expansion  path  enables  precise  localization.  The  network International Journal of Engineering Works                                                                        Vol. 8, Issue 04, PP. 132-137, April 2021  
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of bi-directional long short term memory network [19] to avoid gradient  vanishing  issue  in  long  dependence  of  the  neural network during training. 



Figure3:The automatic brain tumor segmentation architecture based on the U-Net. 

A 3D improved U-Net based network is presented by authors of [16].  The proposed network  comprises  of  3x3  convolutions, group  normalization,  ReLU,  dropout  and  max-pooling  layers, which  are  used  in  the  contraction  path.  And  in  the  expansion path  2x2  convolution  layers  for  up-sampling, 3x3 convolution, Figure 5: Our network. Comparing with the U-Net one can see the less group normalization, and ReLU are used. At last, 1x1 convolution number of layers and other modifications in the network. 

is followed by a softmax layer.  In the presented work the authors The  working  mechanism  of a CNN can be represented have generated heatmaps of different types of lesions by utilizing in  equations  as:    If   x   represents  an  input,  f   represents ground-truth of brain tumor from group of patients. Then,  volume activation  function  in  a  layer,  W  n  represents  a  kernel/filter, of  interest  (VOI)  is  created  by  these  heatmaps,  which  contains used to convolve  over an image in a convolution operation, advance  information  of  brain  tumor  lesions.  The  multimodal MRIs  are  then  integrated  with  VOI  map  and  is  used  as  input in an nth layer,  b n represents bias term added in the  nth layer, for the network, as shown below: 

 z n  represents an output of a convolution operation with bias term in an nth layer, and   a n  represents an output of the  f  in an nth layer, then equations for n number of layers can be: 1 

1

1 

                   z

=  W  x +  b



1 

1

 a =  f ( z ) 



  

Figure 4: Pipeline of 3D U-Net 
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=  f ( W  x +  b ) In this paper, we propose a modified memory-efficient U-Net architecture  for  segmentation  of  medical  images  containing 2 

2

1

1

2 

polyps, as shown in figure 5. Our network is modification of the z

=  W   f ( W  x +  b ) +  b U-Net architecture 1. To make the network memory efficient we have  made  changes  in  the  encoding  and  decoding  path  of  the 2 

2

1

1

2

 a

=  f ( W   f ( W  x +  b ) +  b ) network.  The  next  section  3  presents  the  proposed  network  in detail. 

Similarly,  third  layer  activation  function  output  can  be III. 

PROPOSED NETWORK 

represented by: 

In  this  paper,  we  propose  a  moified  memory-efficient  U-Net 3 

3

2

1

1

2

3

 a

=  f ( W  f ( W  f ( W  x +  b ) +  b ) +  b ) architecture  for  segmentation  of  medical  images  containing polyps, as shown in figure 5.  Our network is modification of Likewise,  nth  layer  activation  function  output  can  be the U-  Net architecture. To make the network memory efficient represented as: 

we have made changes in the encoding  and decoding path of the n 

n

n−1 

1

1

n−1

n

 a =  f ( W  f ( W 

 . . . f ( W  x +  b ) +  . . . +  b

) +  b ) 

network.  We  introduce  residual  blocks  [17]  and  batch normalization [18]  to  prevent  learning  of  redundant  features, Convolutional  neural  network  (CNN)  based  neural over-fitting, acceleration of the training process, and  to reduce architectures  are  build  up  of  convolution  operation,  pooling number  of  parameters  which  ultimately  leads  to  lower operation, activation function, etc. 

computational cost; and in the  decoding  path  we  take  benefit International Journal of Engineering Works                                                                        Vol. 8, Issue 04, PP. 132-137, April 2021  
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In the encoding path of our network, we use residual blocks being  developed  in  Keras  with  TensorFlow  backened mechanism  followed  by  batch  normalization  layer.  Residual framework. 

blocks  can  be  represented  as:  if   X   represents  an  input  and   F 

We start the training process with batch size 8, learning represents  convolution  operation  and  activation  function  in  a rate starting from 10−3, we let the learning  rate to reduce  to single block then  

10−5  in  case  of  not  improvement  in  validation  loss  with factor  0.1  and  patience  7,  and  100  epochs.  The  network X =  X +  F ( X) trained for 31 epochs instead of 100 epochs and  the training process stopped there because of not improvement of results. 

represents a single application of residual blocks.  That is, an Visualization of the  training process which shows the model input to some layers of convolution, activation function or max-accuracy and loss given in the figure below 6. 

pooling is again added to the output of the layers.  In our network, we use residual blocks to two layers of convolution followed by activation function as shown in  the figure 5 above.  The output of  the  residual  block  again  passes  through  batch  normalization layer, the equation for batch normalization is given as: 

𝐼

𝐵𝑁 =   𝛾

𝑛,𝑐,ℎ,𝑤 −   𝜇𝑐

𝑐 [

] +   𝛽𝑐  

(𝜎2

𝑐   −  𝜀)1 2

⁄

Where,  I n,c,h,w  represents n-number of images provided to a  neural  network  at  a  time  with   c   channels,  h   heights  and   w c 

widths.  µ c  and  σ 2  are channel  wise global mean and variance of the  images,  respectively.  β c  and  γ c  are learnable mean and standard  deviation,  respectively,  while  𝜀   is  kept  constant  as 0 .  00001.  Batch  normalization  layer  controls  variation  in distribution by  calculating mean and standard deviation values of the data set as a whole by adjusting the mean  to 0 and variance to 1. 

While in the decoding path, we use bi-directional long short term memory network (BConvLSTM) preceded by again batch normalization layer and followed by three convolution layers,  as can  be  seen  in  right  side  of  the  network  given  in  figure  5. 

LSTMs  are  modified  version  of  recurrent  neural  networks (RNNs)  [20],  which  have  been  developed  to  overcome  the gradient  vanishing issue in long dependence of neural networks in training. 

IV.  TRAINING AND RESULTS COMPARISON 

We  take  advantage  of  free  graphic  processing  unit  (GPU) provided by Google Colab for training  and evaluation of the Figure 6:  Training and validation accuracy and loss of our network. 

network for the task.  We use Kvasir-SEG dataset for training and  evaluation.  The  dataset  contains  1000  images  and Over-fitting of the training of the model can be seen in the respective 1000 masks, where each image contains  polyp(s). 

figures above.  This is due to the  random selection of data for The dataset comprises gastrointestinal (GI) tract images and training  and  validation,  and  also  small  size  of  the  dataset. 

was 

released 

for 

2020 

MediaEval 

Medico-polyp 

During  the training we achieve  94 .  90% and 08 .  43% training segmentation.  We do not use any pre-processing techniques accuracy  and  loss,  respectively,  and  92 .  38%  and  18 .  30% 

for  the  training  process.  We  just  use  four  type  of  data validation  accuracy  and  loss,  respectively.  While,  we  achieve augmentation, 

RandomRotate90, 

GridDistortion, 

92 .  46%  and  17 .  71%  testing accuracy and loss, respectively. 

HorizontalFlip  and  VerticalFlip,  to  increase  size  of  the Some of the results of testing of the model on the training images dataset from 1000 to 5000 images  and respective masks. We are given below in figure 7. 

then  distribute  the  dataset  into  4000  images  for  training, 1000  for  validation and 1000 for testing.  All images in the dataset  are  then  resized  into  256x256  images to 

accommodate the training process in the GPU. The model is International Journal of Engineering Works                                                                        Vol. 8, Issue 04, PP. 132-137, April 2021  
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CONCLUSION 

We  presented  a  deep  memory  efficient  neural  network  for segmentation of polyps. The network segmented the polyps more accuractely  than    the  U-Net  architecture  with  less  number  of paramters and quite less computational cost. It would be not unfair to  say  that  U-Net  architecture  has  brought  a  revolution  in  the segmentation of medical images in the field of deep learning. The network  has  achieved  outstanding  results  on  different  kind  of biomedical  images.  The  idea  has  been  used  for  different biomedical applications  with some  minute  modifications. There are other options too for the advancement in current architecture. 

We can make the network even more fast and can also train for big  and  new  datasets  like  ImageNet  and  BraTS  2018,  which would improve its performance adequately. 
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